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Abstract—The rapid advancement of drones has led to the
emergence of drone swarm applications in various domains,
including surveillance, search and rescue, and package delivery.
Efficient coordination and formation control of drone swarms is
crucial for accomplishing complex tasks. The research presented
in this paper proposes a novel approach for detecting individual
drones in drone swarm formations through the utilisation of the
K-means clustering algorithm. The algorithm assigns drones to
the nearest centroids, creating cohesive subgroups and optimizing
formation quality. To assess its efficacy, a comparative analysis
is conducted between the K-means clustering algorithm and
you only look once (YOLO) based computer vision detection
algorithm. Through extensive simulation experiments, it is found
that the K-means clustering algorithm outperforms the YOLO-
based detection algorithm in terms of formation quality and
computational efficiency. It consistently achieves more accurate
and stable swarm formations making it suitable for real-time
swarm control applications. The results of this presented research
open the way for the effective use of drone swarms in a wide range
of real-world applications and contribute to the development of
cutting-edge swarm control approaches.

Index Terms—Drone Swarm Formations, K-means Clustering
Algorithm, Computer Vision

I. INTRODUCTION

As a recently emergent technology, drones have enabled
an entirely new class of applications in diverse domains. The
current trend in this technology is away from large remotely-
controlled drones and towards networks of small autonomous
drones that can collectively complete complex tasks in a timely
and cost-effective manner. Developing efficient sensing, com-
munication and control algorithms that can accommodate the
needs of highly dynamic drone networks with heterogeneous
mobility levels is a significant challenge. The integration of
computational intelligence into drone networks enables nodes
with intelligence to make smarter networking decisions by
utilising the learning capabilities of these nodes.

In recent years, advancements in technology have facili-
tated the replication of various biological behaviours exhibited

by insects, animals, birds, and other organisms through the
utilisation of robots, unmanned airborne vehicles (including
conventional aircraft), underwater autonomous vehicles and
similar technological innovations [1] [2]. The scope of applica-
tions is continuously expanding, encompassing both military
and civilian domains, frequently involving the utilisation of
surveillance or exploration techniques in various regions.

Swarm robotics and formation control have gained signifi-
cant attention in recent years for their potential applications in
various fields. Formation control is widely utilised in various
applications, including a significant domain that encompasses
search and rescue operations [3]. The purpose of utilising
a formation is when agents within a specific arrangement
(i.e., drones) are involved in activities such as surveillance or
exploration, they possess the capability to collectively create
an antenna that is significantly larger in size compared to each
individual agent. One advantage of this is the enhanced level
of sensitivity. Another factor to consider is that various sensors
may possess distinct functionalities and when combined their
aggregate functionality may result in the emergence of new
sensor capabilities [4].

The increasing growth of drone technology has resulted
in an increased demand for precise and effective algorithms
for detecting drone swarms. Manual feature extraction and
traditional clustering procedures have limitations when deal-
ing with complicated formations and overlapped drones. To
tackle these challenges, deep learning-based algorithms for
object detection, such as YOLO have demonstrated significant
potential in diverse object recognition tasks. When dealing
with drones that are outside the camera’s range of view, their
performance may suffer. While, K-means clustering provides
a unique approach by examining positional data, regardless
of visual cues. The purpose of this research is to investigate
the suitability and limitations of the YOLO and K-means
algorithms for detecting drone swarms grouped in a diamond
formation, utilizing a stereo-vision camera setup with varying
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observation angles.
This experimental study focuses on achieving a diamond

formation in a swarm of drones using the K-means clustering
algorithm and compares its performance with the YOLO
detection algorithm. The main contributions of this paper are:

1) The implementation of diamond formation shape of
drone swarm.

2) Comparison of vision-based approach YOLO and K-
means clustering algorithm

3) An experimental analysis of the proposed approach.
The remainder of the paper is organised as follows. Sec-

tion II is describing the background that justifies the creation
of details of the previous work on the K-means and YOLO
approaches. Section III describes a proposed framework for
the detection and tracking of diamond formation drone swarm.
Section IV presents a practical implementation and experi-
mental evaluation of the drones in a simulation environment
of the gazebo simulator. Finally, section VI presents some
conclusions and future work.

II. BACKGROUND AND CONTEXT

Various types of clustering algorithms have been proposed
across diverse fields and applications. Various algorithms differ
significantly in their understanding of what constitutes a clus-
ter. The most common clustering algorithm in use is one that
involves grouping objects together based on their respective
distances. The definition of distance may vary across different
applications. Connectivity-based, centroid-based, distribution-
based, density-based, and grid-based clustering represent dis-
tinct methodologies employed in a diverse range of applica-
tions. The K-means algorithm, a widely utilised centroid-based
clustering method has been employed in this study to facilitate
drone swarm formation applications [5].

The K-means clustering approach is widely recognised as
one of the popular methods for clustering [6] [7]. With this
approach, the cluster of nearby drones will provide connec-
tivity to each drone. The K-means algorithm is an iterative
clustering method used to determine the optimal centroid,
representing the position of the drone in the given problem.
The K-means algorithm begins by randomly initialising the
positions of the drones and subsequently iteratively updates
the centroid locations and cluster boundaries [8].

The real-time object detection algorithm known as YOLO
was developed in 2016 by Joseph Redmon and Ali Farhadi [9]
[10]. The YOLO model exhibits numerous advantages in com-
parison to conventional approaches for object detection and
classification. According to the findings presented in article
[11] the YOLO algorithm has demonstrated the capability to
analyse a range of 40 to 90 images within a single second. This
implies that the processing of streaming video can occur in
real-time, exhibiting a minimal latency of a few milliseconds.
The YOLO algorithm has gained significant popularity and
widespread usage in various domains [12] [13]. The YOLO
algorithm has gained significance due to its ability to detect
objects in real-time. It is important to note that this algorithm

requires significant computational resources and the process
of training the data can be time-consuming.

The detection method YOLO necessitates comprehensive
training through the utilisation of datasets that have been
accurately labelled. The convolutional neural network (CNN)
architecture is trained using annotated images that contain
bounding box labels. This training process enables the CNN to
effectively learn how to accurately detect and classify objects.
While, the K-means clustering algorithm does not necessitate
explicit training as it falls under the category of unsupervised
learning methods. The algorithm updates the cluster centroids
iteratively, carrying on until the distance metric indicates
convergence.

III. A FLEXIBLE HYBRID APPROACH FOR DRONE
DETECTION

The implementation of the YOLO object detection algo-
rithm enables the detection of a drone swarm arranged in a
diamond formation. The YOLO [14] algorithm is a cutting-
edge deep learning model that has the capability to accurately
identify and precisely locate objects in real-time. By subjecting
the YOLO model to training using drone images and sub-
sequently annotating them with the diamond formation, the
model can acquire the capability to classify the distinct config-
uration of drones. In order to draw a comparison between the
YOLO algorithm and the K-means clustering algorithm, it is
crucial to comprehend that K-means is a type of unsupervised
machine learning algorithm that is employed for the purpose
of clustering. The process involves partitioning a set of data
points (i.e., point cloud data) into K distinct clusters, taking
into consideration their similarities within the feature space
[15]. In the domain of drone swarm detection, the K-means
algorithm can be utilised to analyse the spatial arrangement
of identified drones, enabling the identification of clusters that
correspond to the diamond formation.

Fig. 1: Observing Drone Swarm Topology Formations
Flowchart
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However, there are significant differences between these
two approaches. The YOLO algorithm is categorised as a
supervised learning approach, as it necessitates the availability
of labelled training data. Conversely, the K-means algorithm
falls under the unsupervised learning paradigm and does not
rely on labelled data for its operation. The YOLO algorithm
exhibits the ability to detect multiple objects concurrently,
whereas the K-means algorithm can only find clusters based
on a fixed number of clusters (K). The YOLO algorithm
offers enhanced accuracy in object localisation, while K-means
clustering focuses on determining cluster centres.

The aim of the study is to evaluate the K-means clustering
algorithm and compare it with the computer vision-based
algorithm YOLO to detect each individual drone in drone
swarm formations. The experiments are executed within the
gazebo environment, with the utilisation of Rviz for the
purpose of visualising the centroid of each cluster within drone
swarm formations. Python is employed for the purpose of
programming the simulation. Initially, a diamond drone swarm
formation is simulated in gazebo as shown in Figure 1 and
a stereo camera is kept at 3 m distance on various angles to
observe the swarm. The main approach used in this study is to
compare YOLO detection and K-means clustering algorithm.
As seen in the flowchart Figure 1 a comparative analysis
has been done for both approaches. On the left side of the
flowchart, the main approach utilized is to use point cloud
data to detect the centroid of each drone in drone swarm
formations. Initially, a diamond drone swarm formation is
simulated in the gazebo and a stereo-vision camera is mounted
at different angles to observe the drone formation. From the
stereo camera left and right images are used to extract a
depth map using the triangulation method. Point cloud data is
then attained using a depth map of drone diamond formation.
Finally, the K-means clustering algorithm is implemented to
get the centroid of each drone in drone swarm formations.

The YOLO approach is used to detect each individual drone
in a diamond drone swarm formation. The YOLO algorithm
is an advanced deep learning model that has the capability
to accurately identify and precisely locate objects in real-
time. By employing the YOLO model for training purposes
on drone images and subsequently annotating them with the
diamond formation, it is possible to facilitate the acquisi-
tion of knowledge by the model in recognising the distinct
configuration of drones. The detection of multiple bounding
boxes is achieved through the utilisation of stereo image
frames. In order to refine the selection of accurate bounding
boxes, a technique known as non-maxima suppression (NMS)
is employed. Once accurate bounding boxes are obtained,
drone tracking is performed, followed by the collection of 3D
coordinates through a comparison with the actual coordinates.

A. Extracting Point Cloud Data of Diamond Swarm

Stereoscopic 3D reconstruction holds a pivotal role in the
domain of computer vision. This process involves examining
three-dimensional insights and spatial information about a
scene by extracting a pair of stereo images. Similar to how our

eyes perceive depth, these stereoscopic images communicate
information about depth. Whereas a standard 2D image con-
veys only the dimensions of height and width, 3D reconstruc-
tion elevates this spatial understanding by introducing a third
dimension depth [16]. The fundamental aim of 3D reconstruc-
tion revolves around precisely determining the corresponding
location of a specific object within both the left and right
images. This process serves the purpose of computing the
disparity, which represents the relative positional distinction
between these two object locations. This significant disparity
information can then be used to arrange a full 3D scene
reconstruction. Algorithms for 3D image reconstruction have
extensive utility across diverse domains, encompassing 3D
imaging systems, detailed 3D surface data acquisition, and the
realm of medical imaging. Point clouds can be generated from
various sensors and data sources, including LiDAR (Light
Detection and Ranging), stereo cameras, depth sensors (e.g.
Microsoft Kinect), and photogrammetry. These sensors capture
points with 3D coordinates, making point clouds valuable for
3D data acquisition [17].

Fig. 2: Point Cloud of Stereo Images

A point cloud provides a more comprehensive represen-
tation of the 3D scene, taking depth information from both
visible and partially hidden drones. It can capture drones
that may not be apparent in the 2D images due to occlusion
[18]. Stereo vision relies on disparities between corresponding
points in the left and right images to calculate depth. Even if a
drone is partially visible in one image but not in the other due
to occlusion, the stereo-matching algorithm can still estimate
its depth by identifying matching features between the images.
This can result in the inclusion of the drone’s 3D position
in the point cloud [19]. Figure 2 depicts the simulation of
a diamond drone swarm at 0◦ angle where in left and right
images only 3 drones are visible but the point cloud shows
the depth data of these images and the drones that are hidden
can also be seen in point cloud image. Stereo vision relies on
finding correspondences between pixels in the left and right
images to calculate depth [20].

In this scenario, the depth map is used to know the depth of
every drone in the frames. The formulas 1, 2, and 3 show the
basic ideas behind the disparity-based method for estimating
the three-dimensional spatial properties of a point (XL, YL)
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or (XR, YR) based on the camera system’s properties, such
as the focal length, baseline, and image resolution.

• Focal length (FL) : Camera’s focal length in (pixel)
• Baseline (B) : Distance between the two cameras in

(meter)
• Image size (resolution) : height * width in (pixel)
• The point we locate is (XL, YL) , (XR, YR) (unit: pixel)
where, XL = Left Camera at X-axis, YL = Left Camera at

Y-axis, XR = Right Camera at X-axis and YR = Right Camera
at Y-axis

X =
(XL − CX) ∗ B

D
(1)

Y =
(YL − CY ) ∗ B

D
(2)

Z =
FL ∗ B
D

(3)

D = abs(XL −XR)

IV. RESULTS AND DISCUSSION

The objective of this study is to present practical results that
illustrate the advantages and drawbacks of utilising YOLO and
K-means algorithms for the purpose of detecting drone swarms
arranged in a diamond formation. It is anticipated that the
YOLO algorithm will demonstrate exceptional performance
in identifying visible drones within the camera’s visual range.
Conversely, the K-means algorithm is expected to yield sig-
nificant centroid data pertaining to drones, even in instances
where they may be partially obstructed. Furthermore, this
study aims to determine the most suitable application scenarios
for each technique, thereby offering significant insights into
the detection of drone swarms in practical contexts.

A. Experiment 1: Drone Detection in Diamond Formation
using K-means Clustering

This experiment shows that K-means clustering can be used
to detect drones in a flat diamond. In this experiment, the
results demonstrate the performance of the K-means clustering
algorithm for diamond drone swarm formation. The aim is to
evaluate the comparison between the vision-based approach
YOLO and K-means for detecting drones at varying angles.
The simulation provides position data for the drones. The
positions of the simulated drones were systematically recorded
at consistent intervals, effectively capturing their coordinates
within the virtual environment. The point cloud data that was
gathered is utilised as input for the purpose of assessing the
effectiveness of the K-means clustering algorithm in achieving
the formation of a diamond. Figure 4 shows the 3D view of the
actual location and estimated location of the diamond using
the K-means clustering approach.

When using a stereo vision camera, where the camera is
situated at a distance of 3 m from the origin and capturing
images at various angles ranging from 0◦ to 90◦, it can be seen
in the Figure 3 that the YOLO algorithm exhibit limitations
in detecting drones that lie outside the camera’s range. But,

Fig. 3: Diamond Swarm Formation K-means v/s YOLO

K-means clustering can still generate centroids even in cases
where the drones are not visible in the camera. As can be
seen in Figure 5 centroid of each cluster (i.e., drone) is
shown using different colours. The results of the experiments
show that the K-means clustering algorithm is better than
the YOLO detection algorithm for forming swarms of drones
in diamond shape. The K-means algorithm was developed
specifically for formation control, making it easier to establish
and keep the desired formation. Despite its superiority in
object recognition and tracking, the YOLO detection technique
might not indirectly help achieve the formation control goal.

Fig. 4: Detection Centroid Diamond Swarm

B. Experiment 2: Individual Drone Detection in Diamond
Formation using K-means Clustering

This experiment is a refinement of a previous one that
showed how K-means clustering can be used to find drones
in a flat diamond. It works well, but in this study, stereo
cameras are used at different angles, from 0◦ to 90◦, so the
results only apply to drones that could be seen from each
angle. This experiment presents the findings of an algorithmic
approach to detect individual drones using varying individual
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(a) 0◦ (b) 10◦ (c) 20◦ (d) 30◦ (e) 40◦

(f) 50◦ (g) 60◦ (h) 70◦ (i) 80◦ (j) 90◦

Fig. 5: Drone Centroids at Various Angles

drone separation distance, with the aim of excluding centroid
values of drones that are not within the camera’s field of view.
The algorithm 1 examines each angle to determine whether
an individual drone is located within separation distance from
the camera. If two centroids are below the threshold value,
then taking the mean of those two centroid a new centroid
value is calculated. As depicted in Figure 5 at 0◦ angle,
only 5 drones are observable due to overlapping. Therefore,
employing an individual separation distance produces a more
precise outcome. Figure 6 depicts drone detection at varying
separation distances. As can be seen, when the distance is
less than 0.8 m it shows the detection of 8 drones but when
the distance is greater than 0.6 m it again gives 5 centroid
detections. The same approach was employed at each angle,
achieving results shown in Figure 7 that are highly practical. In
this graph, it is evident that the K-means clustering algorithm
performs better at each angle for finding the centroid of
individual drones in comparison to the YOLO algorithm.

V. DISCUSSION

The research presented in this paper addresses a critical
challenge in the realm of drone swarm applications the effi-
cient detection and coordination of individual drones within
swarm formations. As drone technology advances, its appli-
cations diversify into surveillance, search and rescue opera-
tions, and package delivery, necessitating sophisticated swarm
control techniques. This study proposes a novel approach
employing the K-means clustering algorithm for detecting
individual drones within swarm formations. The algorithm’s
unique ability to assign drones to the nearest centroids results
in cohesive subgroups, optimizing the overall formation qual-
ity.

Fig. 6: Individual Drone Detection After Separation Distance

Fig. 7: Comparison of Diamond Swarm Formation
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Algorithm 1 Example Algorithm

1: Input: Centroids (C), Points (P), d min = 0.8
2: Output: Final Centroids (FC)
3: matched centroids = []
4: FC = []
5: K = |C| ▷ Number of Centroids
6: for i← 1 to K do
7: D = Euclidean distance (C(i), P)
8: if D <0.8 then
9: Calculate Mean of matched centroids

10: matched centroids.append (C(i))
11: end if
12: end for
13: FC = sort(matched centroids) ▷ Sort in Ascending

Order

The comparative analysis conducted between the K-means
clustering algorithm and the widely used YOLO computer
vision detection algorithm sheds light on the advantages of the
proposed method. Through extensive simulation experiments,
the research reveals that the K-means clustering algorithm
surpasses the YOLO-based detection algorithm in both for-
mation quality and computational efficiency. The consistent
achievement of more accurate and stable swarm formations
highlights the robustness of the K-means approach, making it
particularly suitable for real-time swarm control applications.

One of the primary benefits of this research lies in its
practical implications. By enhancing the precision and stability
of drone swarm formations, the proposed K-means clustering
algorithm opens avenues for diverse real-world applications. In
surveillance, it ensures more effective coverage, improving the
quality of data collection. In search and rescue operations, the
optimized formations enable quicker response times and more
area coverage, potentially saving lives in critical situations.

This research contributes to the development of cutting-
edge swarm control approaches. The study not only establishes
the superiority of the K-means clustering algorithm but also
provides valuable insights into its potential extensions and
adaptations for specific application domains. By optimizing
the coordination and formation control of drone swarms, this
research paves the way for the effective utilization of drone
technology in a wide array of real-world scenarios, fostering
innovation and efficiency across various industries.

VI. CONCLUSION

In Conclusion, this research introduces new techniques
for detecting drone swarm formations by making use of
the K-means clustering algorithm. The advantages of the K-
means clustering algorithm in terms of formation quality and
computing efficiency are highlighted by a comparison with
the YOLO-based computer vision detection system. The pro-
posed approach consistently produces swarm formations that
exhibit enhanced precision and stability, thereby enhancing
the collective coordination and cohesive movement of the
swarm. Clustering is a powerful tool in numerous applications,

including drone swarm coordination. The need to determine
the number of drones upfront remains a significant disadvan-
tage. Due to its reduced processing overhead, this technology
exhibits potential for application in real-time swarm control.
This research enhances the practicality of drone swarms and
contributes to the progress of state-of-the-art swarm control
techniques. The results of this study show the effective use
of drone swarms in a wide range of real-world contexts and
contribute to the development of cutting-edge swarm control
approaches.
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